ABSTRACT

For more than ten years, researchers have been developing software-based methods for analyzing the movements of orchestral conductors. Beginning with the Conductor’s Jacket research project, researchers have combined wearable sensors with face-on video recordings to improve tracking and understanding of the structure inherent in the gestures. Building upon more recent work employing computer vision, the current project refines the methods for tracking the hands and visualizes the data in a way that reveals more of the underlying structure in an easier-to-view fashion. Such improved methods will enable more specific understanding of the functions of conducting gestures, and allow for more concrete applications of those gestures to interactive conducting systems for public exhibits, video games, and integrating dynamic audio enhancements to live concerts.

1. INTRODUCTION

The quantitative analysis of musical conducting gestures has a range of applications for use in video games, interactive exhibits, and other computer-based musical experiences [1,2]. Since 1997, wearable sensors have been used to characterize conducting gestures from a quantitative perspective; the Conductor’s Jacket [3] featured a combination of wearable physiological sensors with face-on video recordings to improve tracking and understanding of the expressive structure inherent in conductors’ movements. While video recordings were initially taken for archival purposes, it soon became clear that they were essential for analyzing the data afterwards, to be able to reference and align the data with specific gestures or events in the score.

In more recent collaborations with computer vision researchers [6,7], a new analytical technique was created, enabling a more detailed view of aspects of conducting gestures. For example, the new visualization method enabled a finding that the height of the conductor’s right hand correlated with the tempo of the performance. Expressive and structural features were also discovered and documented, including “height deltas,” tiered gesture platforms, and smooth versus jagged beat shapes [6]. The current project refines the hand-tracking method in [6] and visualizes the data in a way that reveals more of the underlying structure in an easier-to-view fashion.

2. BACKGROUND

Perhaps one of the most promising areas to which computer vision has been applied is gesture recognition – tracking and responding to movements of the hands. This concept has been applied to musical conducting as far back as 1991, when a team at Waseda University built a sensor glove and camera system that tracked the motions of a conductor, allowing that person to conduct and control a MIDI-based synthetic orchestra [4].

Figure 1: The 2006 video and its cropped form [6]
Since 1991, numerous other large projects involving computer vision and conducting have been undertaken. In 2008, a team at TCNJ built a Matlab system application that tracked conducting gestures from video footage of a professional conductor [6,7]. The video had been taken to document earlier Conductor’s Jacket experiments with the Boston Symphony Orchestra. However, due to the source video’s poor quality and low resolution (see Figure 1), the tracking would intermittently lose track of the hand’s position [7].

3. IMPLEMENTATION DETAILS

The new tracking system features three major enhancements: increased accuracy and robustness, added beat detection, and real-time capabilities in C++. Early problems were encountered when the tracker would mistakenly assume that an object in the foreground (i.e. part of the orchestra) was one of the conductor’s hands (see Figure 3). We were able to rectify this problem by employing background subtraction to the area of the video where the orchestra was. To accomplish this, we took the average of every frame in the video sequence (see Figure 4) and subtracted it from the lower portion of the video sequence. This greatly enhanced the tracking accuracy.

Figure 2: A frame from the new video. Note that it is clearer and taken from a more useful perspective.

It was concluded that the best solution to the quality problem would be to record an entirely new video for the specific purpose of motion tracking. With that in mind, a new recording was made, featuring the conductor of the TCNJ student Orchestra. The video showed a view from the orchestra’s perspective, in which the conductor’s image filled the frame (see Figure 2). Using the improved video, an improved tracking program was created to track the conductor’s hand movements.

Figure 3: In some frames, the tracker would lose track of the hands.

Figure 4: The average of every frame in the sequence, used to calculate the areas that comprise the ‘background’.

Secondly, beat detection was added. This was done using MEAPsoft [8], a program that automatically segments and rearranges portions of music recordings. One of its functions outputs detected beats to a text file (see Figure 5). Using this data, we were able to parse and overlay the beats, graphed as red lines, on the tracked output video (see Figure 6).

Figure 5: Using MEAPsoft, we were able to generate a series of time markers denoting the beats.

Finally, we ported the program from MATLAB to C++. While MATLAB was a convenient environment in which to develop the program, it was too slow for production; tracking a 3-minute video sequence took approximately five hours. C++ was selected, because it runs in real-time.
and has several image processing libraries available. We also decided to use the OpenCV image-processing library [9], because it functions as open source under the BSD license, and it also supplies a wide variety of highly optimized image processing and matrix operations, making it ideal for porting from MATLAB. Implementing the C++ version proved to be reasonably straightforward; most of the algorithm could be ported directly from MATLAB.

Next, to perform limb identification, the algorithm checked to see if there were exactly three limbs detected. If so, it assumed that the largest blob was the head, the left smaller blob was the left hand, and the remaining blob the right hand. Jump detection was not used; even though this caused some hand-crossing problems, it made the algorithm more robust overall, and much less prone to error. If the program did not locate exactly three limbs, it looked to previous frames for ideas, with which it made a “best guess” of the wayward limb’s position. If there were too many candidate blobs detected, the program examined the previous frame’s recorded blob positions and compared their distances to previous positions.

5. CONCLUSIONS

The video created by this tracking system is available online in AVI format; it can be accessed at this address: http://www.tcnj.edu/~nakra/TCNJconductvis.avi

We feel that the visual layout of the vertical and horizontal movements of the two hands, overlaid with information about the beat occurrences, enables a kind
of visual analysis of conducting that is new and informative. Several musical features are revealed and aligned in a real-time format, resulting in improved possibility for musical analyses. Also, the ability to see the scrolling recent history allows for backwards comparison over several beats.

Movement tracking also helps analyze other data by giving quantitative ground truth about other factors such as heart rate. From the tracked video, one can also draw several conclusions. Firstly, it seems that the x-position of the hand is not impacted much by the rhythm of the music; the graphs of that axis are quite erratic compared to the even, steady beats visible along the Y-axis of the left hand. It is also interesting to note when the right hand mirrors the beat, and when it does not. Furthermore, from the overlaid beat plots, one can clearly note that there is a strong correlation between the beat gestures in the right hand and the beats of the audio.

6. FUTURE WORK

The current algorithm does not generalize to different lighting conditions, due mainly to the method used for skin detection. While the algorithm works very well for the current situation, it currently cannot be generalized. The implementation of a different skin detection algorithm would address this problem.

![Figure 9: A frame from our video sequence, with beat lines shown in red.](image)

We would also like to enhance the real-time analysis abilities of this system. The current tracking algorithm is not designed to track footage from a real-time source (such as a webcam or a firewire camera), but this can be easily achieved using functions from the OpenCV library.

We hope that this tool will be useful to future researchers to enable more quantitative and specific analyses and to improve on the performance of interactive systems for the public.
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